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Abstract

We present a new efficient parallel algorithm for solving the first order linear recurrence sys-
tems with constant coefficients which is equivalent to the problem of solving Toeplitz bidiagonal
systems of linear equations. The algorithm is formulated in the terms of level 1 and 2 BLAS (Basic
Linear Algebra Subprograms) routines AXPY and GER. We a so discuss its platform-independent
implementation with OpenMP and finally present the results of experiments performed on a dual
processor Pentium 111 computer running under Linux operating system with Altas as an efficient
implementation of BLAS. The sequential version of the algorithm is up to 2.5 times faster than
asimple sequential algorithm.

1. Introduction

Let us consider the problem of solving the following system of linear
equations
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The matrix of the system is a bidiagonal Toeplitz matrix wich means that entries
are constant along each diagonal. The problem of solving (1) is equivalent to the
problem of solving the following first order linear recurrence system with the
constant coefficients
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The problem (1) or aternatively (2) arises in several fields of scientific

computing [1-3]. For example, the well known Horner's scheme [4] can be
expressed in terms of (2). The equation (2) is also a critical part of some
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numerical algorithms [5-7]. Unfortunately, optimizing compilers are not able to
generate machine code which would fully utilize the underlying hardware, thus
due to the Amdahl's law [8], such part of an algorithm can cause that the overall
performance of a program will not be satisfactory. So it is very important to find
an efficient method for solving the problem.

Different algorithms for the solution of the problem (2) have been designed
for parallel [9-14] and vector [15-18] computers. However these algorithms like
cyclic reduction, Wang's method and recursive doubling [12] lead to a
substantial increase in the number of floating-point operations [8], what makes
them unattractive in a classical serid systems (just like Intel Pentium) or parallél
computers with alimited number of processors.

The aim of this paper is to present a new efficient algorithm for solving (1)
based on a recently developed efficient algorithm for solving m-th order linear
recurrence systems with constant coefficients [17, 19]. The agorithm is
formulated in terms of level 1 & 2 BLAS (Basic Linear Algebra Subprograms)
routines AXPY and GER [20, 8] and when an optimized version of BLAS is
used (for example Atlas [21], then the agorithm is up to 2.5 times faster than a
simple algorithm based on (2), even on one processor. Moreover, it can be easily
paralelized on shared-memory parallel computers using OpenMP [5].

2. Divide and conquer approach

First let us note that our problem (2) is a specia case of the more general
problem of solving mth order linear recurrence system with the constant
coefficients for n equations[13, 22,]
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which can be efficiently solved on different parallel and vector computers using
the recently developed divide and conquer algorithm [14, 17, 19, 21]. Now let us
briefly describe the divide and conquer algorithm for solving the first order
linear recurrence systems with the constant coefficients (m=1). For the sake of
simplicity, let us assume that there exist integers r and s such that rs=n.
However, this assumption can be easily omitted: after we find x, we apply (2)

tofind X,,,.... X, .

The recurrence equation (2) can be rewritten as the following block system of
linear equations
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where X, :(><(j_l)s+1,...,xjs) , a :(a(j_l)s+l,...,ajs) | R® and the matrices are

given by
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The system (4) corresponds to the following recurrence system:
X =L

6
-'ij =L"a - L'Ux, forj=2,..,r. ©)

When we consider the structure of the matrix U =- cee] , where e, denotes
k-th unit vector of R®and set z, = L'"a, , then we get

Txl =z

I, - - ()
iX; =z, +a)y forj=2,..r,

where y; =L"e and a; =cx,, for j=2..r.

The divide and conquer agorithm [13, 14] proceeds as follows. First we find
(in paralel) al vectors z, and y, then we find (sequentially) all coefficients a
and numbers X(j-1s j=2,...,r . Finally (againin paralldl) we calculate s- 1 first
entriesof x;, j=2,...,r. Experimental results show that the algorithm achieves

reasonabl e performance for a bigger number of processors[23].

3. BLAS-based algorithm

In our earlier work [17] we have shown that the first step of the algorithm
reduces to the problem of solving the following system of linear equations
LZ=F, )
where L is given by (5) and
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The solution Z can be found row by row using the following vector-recurrence
formula
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where Z,, and F, . $ denote the k-th row of Z and F respectively. Thus each row

of Z can be computed using one call to the level 1 BLAS operation AXPY of the
form x = x+ay. Anaogously, the last step of the algorithm can be expressed in
terms of AXPY, which gives us avery fast algorithm for vector computers [17].
Unfortunately, in the case of scalar processors (just like Pentium I1lI), the
performance of the agorithm is comparable with the performance of a smple
algorithm based on (2).

The main idea of our new agorithm is to speed up the last step of the
algorithm by using the routine GER from the level 2 BLAS. This routine is
pretty much faster than the corresponding sequence of calls to the routine AXPY
because it reduces the number of memory references in comparison with the
number of arithmetic operations [8]. During the second step we collect the
computed values of all coefficients a; and compose the vector

Zk

TA

u=(a,,..a,) 1 R™ (10)

In the third (final) step, we compute the remaining s- 1 entries of al vectors
X;, ] =2,..,r. It can be done by one call to the level 2 BLAS routine GER of

the foom A- A+xy'. Let X;, z; and y, denote s- 1 first entries of vectors
X;, z; and y respectively. Then from (7) we get
X;=z+ay.
Now using (10) we conclude that the matrix (X'Z,...,X'r )T RED (D stisfies the
following
(X'z,...,x;)=(2'2,...,z;)+y'uT. (12)
This algorithm can be easily paraldized on shared-memory machines.

Namely, if we partition the matrices Z and F into blocks of columns, then (8) can
be rewritten in the following form

L(ZynZ,) = (R F,) (12)
and each block Z; can by calculated using (9). Thus, when p processors are
available, each processor will be responsible for computing one block Z,.
Similarly we can paralelize (11).
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4, Performance analysis and results of experiments

Now let us study some basic facts on the complexity of the considered
agorithms. It is clear that the simple agorithm based on (2) required 2n- 2
floating point operations (“flops”).

Proposition 1 The number of floating-point operations required by the
sequential BLAS-based agorithmis

TBLAs,l(n,r,S)=2rs- 2r +2s- 4+2n. (13)
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Fig. 1. Performance (in MFlops) od the sequential BLAS-based algorithm
for various s and n=42500

Proof. After we choose the integers r and s, we perform a sequence of s- 1
cals to the operation AXPY. In the second step we find last entries of r-1

VECtOrS X,,...,X, . Thethird step consistsof 2(r - 1)r flops. Finally we find the
numbers X,,,...,X, using (2). Thus
Tonsa(nr,8) =2(r +1)(s- 1) +2(r - 1) +2(s- 1)r +2(n- rs).

BLAS,1

u
The method has been implemented in FORTRAN 77 and OpenMP [24] and

tested on a dual processor Pentium 111 866MHz computer running under Linux
operating system. We have used Atlas [21] as the optimized version of BLAS
and Omni OpenMP compiler to express the paralel execution of (12). The
algorithm has been tested varying the problem sizes n and values of the
parameter s. To discover an asymptotic behavior of the algorithm we have
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decided to run our program not only for small degree systems but also for very
large degree. The wall clock time has been measured using the routine
omp_get_wtime(). Results of the experiments can be summarized as follows.

1. The BLASbased algorithm is faster than the simple algorithm based on
(2) for n>500. However, the algorithm could be much faster on computer
systems where the performance of AXPY and GER isrelatively high.

2. The BLAS-based algorithms (both sequential and parallel) achieve the best

performance for the value of the parameter s» ,/n/2.

3. The sequential BLAS-based algorithm is up to 2.5 times faster than the
simple algorithm based (Figure 2). The use of the parallel BLAS-based
agorithm is profitable for great problem sizes (n>40000).

4. For smaller values of n, the whole coefficient vector can be stored in the
processor cache (Pentium Il has 256KB cache). For n>45000 the
performance of all agorithms rapidly decreases. This is caused by cache
M SSes.
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Fig. 2. Performance (in MFlops) of the BLAS-based algorithm for various n
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